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Error Estimation From Three Measurement Vectors

Raymond C. Luebbe
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Consider the situation in which some phenomenon is measured at discrete
points. If three independent measurements are made at each of the points
then we can determine the accuracy of each of these measurements. Moreover,
these three measurements can be combined into a single best estimate and
its accuracy determined. This problem is of a very general nature and its
solution should have wide application, .

Analysis, Case 1.

Let {#u}, {%] and {2} for £=/%&n be three sets of measurements for some
quantity {Q;3 . The f, are true but unknown values. Then let

% =0, + &:
’ya"—‘t,:-f'e,é
Zoo =L+ Y fgmx',':lﬁh

We assume that the errors d;, € and ¥. are random, independent and unbiased.
We wish to compute the variances:

E%iz = :E: C¢EL"Z;)2}4H = 2 A&i/o7

872 = 5 (ga=tift/n = E &/

02 = Y (z-t)/n = 3 %/n

i

Ny

Define

P=2Z (7‘,:"72)2
Q = Z (?Qé"'i&):z
R = X (’ﬂ”‘fx)z-

Expanding this gives

P=Z(ttrb—p) = X (L&)
=2 &> -2 &€ + ) €*
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The expected value of the middle term is O because of the assumed independence
of §; and €, . Thus

P=3X68"+ 26
. oF ‘ A2 -~ 2
Prn = 0p + O
Likewise a2 ~ a2
Q/n = 035 + 0‘;
R/n = A; + Aiz.
or in matrix form
N
P/n i1 oo\[%"
Q/nl=| 1 o | "72-
R/n o I 1/\&?
The inverse matrix gives the solution
> ~t = 1\[P/n
~ - -
Gt | ==~ 1 || a&m
a* ! =l =\ R/
or
4> = zn(P +Q -R)

G = 55 (P —Q +R)
03 =3 (-P+Q +R)

Case 2., Errors With Bias

It is possible to relax, but not eliminate, the assumption that the errors
are unbiased. Now let

i =L th +e
z, =Totby + 02

We assume thath, , b, and B, are the bias part of the error and that r,&, &,
and D:._ are random, independent and unbiased.
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We wish to compute the biases:
b¢ = ‘Zf'(4%c"3;)///7
by = X (4:=%:)/n
by = Y (2:~L)/n

as well as the variances:

6;,2 = Z(?@;"?&“b,c)z/("") = > 87/ (n-1)
8?1 Z(’?L“Z‘,{ “lb})l/(n"l) = Z é’;'/(n‘l)
52 = Y (2:-Ti-b)/(n-) =X Y2/ (n-1)

)

Define

r (Hi— i)
()
u 2 (4:—E)
Expanding this gives
S = 2 (p—l:+1L -7,.-) = 3 (bpt+d;—(byt €:))
= N éa; +2 d: —h b?' -2 €

' The expected value of the two sums are zero because (, and &;are assumed
to be unbiased. Thus

I

i

S
T

Similarly :
T/h = bx —bse
or in matrix form
S/n 1 =1 0\/by
Uu/n o | ~l/\ bz
This matrix has rank 2, thus there is not a unique solution but many

solutions. We could have anticipated this since intuitively it is clear
that the addition of a constant amount to all measurements would not be

detectable.
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Some physical aspect of the problem may provide a constraint which will

yield a unique solution. For example, suppose that one of the measurement
errors is unbiased. If say

= 0
69‘
. then

b}, = —S/h

by = —T/n

This is one possible solution. We can see from the equations that adding
a constant provides additional solutions.

b¢= C
b,,:: C‘—\S/n
bz =C'—'T/’7

In fact all possible solutions are of this form. If there is some preconceived
idea of what the biases should be then we can find the solution that is closest
to them. That is, if we expect the biases to beh®, ,° and 1,: then we can

find the solution which minimizes 4

A = (b= b)*F (by=by)™ + (bamb2)*

If no better values are known for A2 , A;_ and b;_r then they can be taken as 0.
Substituting gives

z
A= (c=b7) + (c—5/n -b,;)"-i- (c-T/n—bg)
Differentiating with respect to ¢ gives

44 = 2(c-b7) +2(c-S/n=b2) +2(c~T/nhz)

[

Setting this equal to 0 gives the value of C which minimizes A Thus

(c=bi)+(e=S/n=by )+ (e~ Th—-4g) = ©

c= —:','— (S/n + T/n + b¢°‘+b,; +b;)

The solution then becomes
b, =+ (S/n + T/n +by + by + )
by = L(-28/n+T/n +b. + by + bz).
B,—E = :—‘;(.S/n ~2T/n +b,/ + by‘,’ + b;)
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Now we will compute the variances. This is done with the same procedure as
in case 1. Expanding the expression for P gives

P= X (% -2: +z¢--?:ﬂ.)1-_- > (4,14; —(47.*54.))1
= h(é,-Li)”#z(A,p[,?)Z (5;-€)+ T (dit2d € 4e?)

-

Using the assumptions that 34' and €, are independent and unbiased gives

P= »n (x,,,~52,)‘+ >4+ Ze?

or 2
P=n(be=byd)* _ ~2  an
=1 - = Ozt 7
Similarly
2
. Q“h(6¢~6;2 - 6.7_ _’_6\. 2
n- % z
2

Solving these three simultaneous equations as in case 1 gives !

5> = g (P+e-R) - 25 ((6,~57)’+(A,,—5a)‘—(Ly—l,.«.)‘) |
6_,71 _Z_(L'_):Ts (P"Q+R)“Q%ﬂ((bﬂ‘_éy)l“(&#—'é%)1+(6?-L2)?
8, = atimn CPHRFR) =5 hmy (b, ) (b= b )4 (4,-4,))

Best Estimate of

i

The three measurements can be combined into a single estimate oft; by -
N

1, = Culi—b)+ Cy(%“"y) +Ce(2:~by)

The values of C,g,C; and Cz which minimize the variance of the error of
are known to be

_ e
C?,_'- |/a;z+;/0_71+;/0;z
C, = /o
¢ Yrri/gt ot
1 /0z>

a
N
!

Vor+ /07 + /05"
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since the errors associated with 9&',7,{ and £, were assumed to be independent.

We can now use the estimates we have computed for (g, 0‘77 and { (3 in these
formulas to obtain a best estimate of ’té . The variance’ of tA-' is

o= Yo'+ oy + /0>

£




Errer”AnaIysis

The following is a method of estimating the error -in multitemporal
registration of two LANDSAT scenes. .We have tried to use the same concepts
as ‘those described in the paper "An Error Analysis of a Computer Program to
Reg1ster Two Frames of LANDSAT Data" by Benjamine Seyfarth.

The maJor d1fferences are:
(1) The same band is used to locate a given feature in the two
LANDSAT scenes.
(2) A separate error analysis is done for each of the Cartes1an
coordinates. :

For the greatest accuracy in locating points, the same band should be used
to locate a given feature in both the base scene (twice) and the overlay
scene. One reason is that some features which can be accurately located in

.one band are difficult to locate in another band. For example, - turbid water
"is usually easy to d1st1ngu1sh in band 7 but may not be distinct in the

other bands. Also, there -is a band to band offset in the along-scan
direction. The offsets relative to band 4 are** .

band offset in pixels

4 -0 ' R
5 .09 - ' : /
6 .18 - ' =T

7 .27 : SRR

We will use the-fo11ow1ng notation:
For the first set of data for. the base scene let

Og‘ = ALy + € , A=l &N

opd = ops + 5

: For the second set of data for the base scene let

apr =, F €SP, =1 &N
— b2 |
,,#bz /%A J

For the set of data for the over1ay scene let
’le-/xz,..‘}’é +°“ )"”"'\Iﬁn

/y“-fa’ +/3A-

wok Page 56 of "Manual on Characteristics of LANDSAT Computer-Compatible
‘Tapes Produced by the EROS Data Center Digital Image Process1ng System"
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We assume the data for the overlay scene has already been transformed to the
coordinate system of the base scene. The values on the left of the equal
signs are the actual data. The X4 and #4< are the true values. The various
€% and -5 are the errors caused by the person selecting the points. The o¢
and /3: -are the errors due to the overlay model. We assume that the errors.
are all random, 1ndependent and have mean 0. We assume that the €4 ,d™ ,ots
and B: - hiave variances Gz , 0}5 s Ozri and 0;,3 respectively.  TheTz4and 0;1.
can be regarded as the human error, however this error also depends on the

. resolution and quality of the scene

Us1ng corresponding measurements from the base scene compute

h (4'6" 2)1. - . N (e "6 ‘,)z
zu ) n - Z&” N
'.Ll 2 b’ bz gé bzzz
= caf - -z*-O' e
S = 2-0;2».2 |
Th : PN
” 2 o L " (- wit?)
0;”1 - 2 izl h

Using the average measurements from the base scene and the correspond1ng
-measurements from the over1ay scenecompute

(0(/ +/,€ b2 .0(_0')2 Z (6“-{-6"2‘: ~°()

= Z(eu)z_ : lz(ébz) +Z_(e )Z Z("()
=7 Tup + 40 +0;1: +0,,1,.:'

= 3 0%+ O
By substitution we get ' ,
S o . o\ _ bl - b\
O’ 2 Z (L—%""OL,{,) -._3.. h (,X,‘ —_— )
“m T i 4

A= n <= n

S1m11ar1y we can obtain

G VP C )

yM A= n | pd) n




Some Random Comments

Since we are attemptmg to determine a quantity wh1ch is less than a p1xe1 in
magnitude each feature should be located as accurately as poss1b1e One half
p1xe1 precision or better should be attempted

To get two independent measurements for the base scene, and use on1y one- band
it will be necessary for the person selecting the points to forget the initial
choice. The intervention of time and similar monotonous work should

accomplish this.

The quantity Z (04' ~ ) aétuaﬂy is a -measure of the repeatability B

a.=IA n

_ of locating points, which may not be the same as the accuracy of 1ocat1ng
points. The repeatability would generally be less than the accuracy.

More than one scene shou]d be analyzed in order that we can see the var1at1on
inOym and O}M

A second person may be used to se1ect points in the base scene to insure the
independence of the two sets of values chosen from the base scene. This adds’
the complication that the quantitiesOxj and 0"h will probably be different.

‘for the two people. I have a paper which addr-esses this more general prob]em

and a copy will be sent to you.

Combining Oam and 0"@

It is useful "to combme O’M andO’Mmto a s1ng1e parameter that will descmbe '
the model accuracy. Let us assume thatofm and 0‘7,4 have been computed in

_terms of pixels. Llet

Ax= pixel sp'acmg 1no¢ d1rect1on in meters
= pixel spacing in 7d1rect1on in meters

O = Ozm * Ay
0& Tyem * Ay

| At ESCS we have used the following simple formula |

Gy (omstone) =7 ot + 03°

Another approach is to determine the radius which contams a certam percent
of the data. Assuming a norma] d1str1but1on, the density function is

27 Oy 077

We wﬂl approx1mate this by
o ( 2 a-’~ )

zvaz (
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where

o= >

Integratmg over a circle of radius R g1ves

as f27ro* € (L%)va";« |
f ff‘ 02.7T<7~2 C ?j%:&l"éprﬂé-

= - e

-Solving this for Rk gives

R”O"I/’-'Zv'(h-‘_)

o,'".' - R"'( ).1/2,2,,(,,._

For- example, the radius which would encompass 90 percent of the data (q .9) is

\I

(Mz/#é L '

Raymond C. Luébbe
Math-Stat
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