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Abstract

Four different preliminary estimators are employed by the Statistical Reporting Service
(SRS) of the U.S. Department of Agriculture to obtain the final estimate for livestock
inventories of major States. A composite >stimation model is proposed here to solve the
dilemma of how to combine these four estimators. The composite estimator is derived by
minimizing a quadratic function subject to linear constraints. The variance and mean
squared error of the composite estimator are evaluated by the jackknife method.
The author analyzed estimator bias by assuming the tract estimator to be unbiased when
nonsampling errors are considered. Numerical results based on the data from the 1984
June Enumerative Survey conducted by SRS support the use of composite estimation.
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Composite Estimation of Totals
for Livestock Surveys

Lynn Kuo
1. Introduction

The June Enumerative Survey (JES) conducted by SRS is a multi-purpose probability
survey where basic information concerning crop acreages, livestock inventory, and other
agricultural characteristics are collected. The sampling units for the annual survey are
selected from two sampling frames that have been constructed and are maintained by
SRS.

The Area Sampling Frame is stratified by land use. This frame represents 100 percent of
the geographical area of interest. Selection of the sampling units (segments) is from
within each land use stratum. These units will vary in size but are targeted to be 1 square
mile for concentrated cropland areas. Information is collected from the operators of the
land within these segments by personal interview around the June 1 reference date.

A List Sampling Frame has been constructed by SRS to contain known farm operators.
This frame is stratified by type and size of farm. Information is collected from the
selected list units by mail, telephone, or personal visit around the June 1 reference date.

Different estimators are often produced for the same characteristics. For example, four
estimators, tract, farm, weighted, and multiple frame screening estimator, are produced
for livestock items for each of the 10 major States. These 10 States usually account for
more than 80 percent of the U.S. hogs and cattle inventory. Three of the estimators are
derived from the same primary sampling units. Due to different methods of associating
the farm products with the segments (primary sampling units) from the area frame, three
different estimators are produced. The tract estimator counts only the farm inventory
within the segment. The farm estimator would include the farm inventory beyond the
segment, so long as those farm products belong to the same operator residing in the
segment. The weighted estimator uses the ratio of tract to farm acreages operated to
prorate the farm inventory for each survey item to a tract level. A fourth estimator
called the multiple frame screening estimator is predominantly computed from list sample
data. To compensate for the incompleteness of the list frame, an area frame estimate of
operators sampled but not found on the list is computed and is added to the list estimate.

One of the problems faced by the statisticians at SRS is finding a method to combine the
four estimators into one. A composite estimation model is proposed here. This composite
estimator is motivated by minimizing the mean squared errors of a family of weighted
averages of the four preliminary estimators.

A brief discussion of the present procedure used by SRS to derive the final estimate can
be found in the section headed by "forming the estimates" in Hog and Pig Reports (or
Cattle Reports); A Handbook on Surveying and Estimating Procedures (Crop Reporting
Board 1979 and 198I). To summarize: each State office obtains the summary for all the
different estimators and makes its recommendations and comments to the Washington,
D.C. office. In Washington, the Crop Reporting Board (CRB) is responsible for the final
estimates. The CRB consists of the Chairperson and Secretary of the CRB, Director of




the Estimates Division, Branch Chief, Section Head, and several other commodity and
sampling specialists. The CRB meets to review the current estimates, previously
published estimates, and other check data at the State and national levels. The review
process is assisted by graphs as in Figure 0 which plot the different estimates over time.
The check data include slaughtering information from cormmmercial packing plants, import
and export information, and !].S. Census of Agriculture information, available every 5
years.

Rasically, the CRB combines four preliminary estimates into one final estimate published
by SRS according to two processes. One is a judgmental process exercised by both the
State offices and the CRR to obtain a final number. This process has also been described
as a subjective weighting scheme by SRS (see p. 40 of Bvnum et al 1985). This number is
further examined against check data by balance sheet inethods. Revisions might be
employed in light of the check data.

The judgmental process puts the CRB in a potentially vulrerable position to defend the
repeatability, accuracy, and ability to assess the variance of their final estimators.
Composite estimation is proposed to replace the judgmental brocess.

In addition to the balance sheet methods, statistical methodology using past data and the
Census of Agriculture information is also needed for the revision process. Further
improvement on the composite estimator can be obtained. However, it is beyond the
scope of this paper.

Other approaches such as empirical Bayes and linear Rayes were also explored by the
author to solve this problem. Composite estimation has been pursued. The strictly
frequentist and nonparametric features of composite estirnation are also shared by
classical survey sampling. These two features give comnpasite estimation the greatest
potential for implementation by SRS.

As can be seen from the numerical results in Section A, not only variances but also
nonnegligible biases affect the accuracy of the preliminary estimators. Consequently,
analysis of biases has to he incorporated. The author assumes that the tract estimator is
unbiased, and all other estimators are biased when nonsanpling errors are considered.
This assumption is also supported by Nealon (1984), where discussion on the biases of the
weighted and multiple frame screening estimator can be found. The tract estimator by
design is least susceptible to nonsampling errors. An unbiased estimator of the bias
squared term developed in Section 4 is used for the biased preliminary estimators.

Some of the major recommendations given by a 1980 statistizal review panel of non-USDA
statisticians are as follows (see p. 2 of Bynum et al 1985, 1. The CRB should have
standard errors, biases, and historical errors available to them. 2. State statisticians
should provide recommendations expressed as point estimates and their ranges. 3. The
bias component of error on probability based estimators should be quantified. 4. SRS
should publish at least the probability based estimates. 5. CRB should set national
estimates that lie within bounds of some form of confidence limit or some weighted
combination of estimates adjusted for bias. The analysis developed in Section 4 provides a
solution to quantify biases. The composite estimation developed in this paper provides an
adjustment for component weights depending on biases.



Mosteller (1948) discusses the desirability of pooling the data. He describes several ways
of pooling data from two samples to estimate the mean of one of the populations. He
illustrates it by using data from the normal distribution, but his ideas are applicable in a
broader context. A stout believer in unbiasedness would only use the tract estimator
which is least susceptive to nonsampling errors. However, most statisticians are willing
to accept some bias to reduce the mean squared error. This is done by pooling all the
available data.

Theoretical work on composite estimation for independent observations from the normal
distribution is given by Graybill and Tseal (1959). To combine two independent unbiased
preliminary estimators for the common mean, they show the composite estimator has
uniformly smaller variance than any of the preliminary estimators so long as each sample
size is greater than 10. Further improvement and other related references are given by
Brown and Cohen (1974). Although the situation at SRS is much more complicated, these
theoretical works shed light on the advantage of intelligently combining estimators.

It would be desirable to have theoretical results for composite estimators without
distributional assumptions. Many of the estimates SRS produces are influenced by large
farm operators in the sample. It would be difficult to justify a particular distribution
assumption, especially for repeated use.

Composite estimation has been used by numerous statisticians in applications. Schaible
(1978 and 1979) uses it to estimate small area statistics for the Health Interview Survey.
Brock, French, and Peyton (1980) provide an empirical evaluation of mean squared errors
of composite estimators, and suggestions for component estimators for small area
estimation. Cohen and Sommers (1984) provide empirical evaluation of composite
estimation of cost weights for the Consumer Price Index. There is also extensive
literature on composite estimation for the Current Population Survey for panel studies
and rotation designs. See Wolter (1979) for the theory, applications, and other references.

Composite estimation has been anticipated by the statisticians at SRS. Houseman (1971)
proposes composite estimators which combine estimators from a probability survey and
indicators from a nonprobability survey. He indicates that weights from the probability
survey should be a function of the variances and covariances of the estimators. Weights
for the nonprobability survey are assigned according to past performance and other
information.

Bosecker and Ford (1976) at SRS develop a composite estimator by generalizing Hartley's
multiple frame estimator to stratified samples. The total for each stratum in the overlap
domain is estimated by a composite estimator. They show by empirical results from two
States that the sampling errors of this estimator are 14 percent lower than that of the
present multiple frame screening estimator. This proposed estimator has not been
adopted by SRS in its operational program.

In Framework for the Future, a report of the Long-Range Planning Group of SRS, Allen et
al (I983) make the following suggestions regarding CRB standards. An objective
procedure for weighting the different estimators should be developed. These weights
could be determined by reviewing previous estimators prior to the availability of the
current data. Nealon (1984) reviews the strengths and weaknesses of the four estimators
and compares them to the official statistics published by the CRB to gain insight on the
objective weighting scheme. It is not clear to the author how SRS intends to pursue these
suggestions.
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A possible simplifying assumption is that the variance and covariance of the preliminary
estimators are quite stable over the years. Therefore, weights determined previously
could be applied to current survey estimators. The composite weights proposed by the
author are derived from the current survey for the foilowing reasons. First, the
assumption of stabilized variances has not been validated. Second, if weighting is derived
from the covariance matrix, it would be more efficient and wccurate to derive it from the
present data.

Nealon's report has assisted the author to formulate the present study. Moreover,
Nealon's observations should be useful for future survey research. To incorporate them,
more complicated analysis is required such as developing an empirical Rayes or Bayes
method. These methods could be of future interest to SRS.

In the SRS National Conference Proceedings (1984), Ford summarizes group discussion
regarding composite estirnation. Most SRS statisticians agree that it may be a good time
to try composite estimation. However, the main difficulty remains in deciding the
weights. Suggestions made for weighting include use of standard errors of the preliminary
estimators for the probability surveys. Equal weighting or weighting depending on the
historical relationship of preliminary estimates to CRB estinates is suggested for survey
estimators in general. The author is skeptical of the latter suggestion. Two dangers are
also pointed out by the group. First, the use of composite estimators might preclude the
statisticians looking at its components and their properties. Second, the use of composite
estimators might deter SRS from deleting some of the components which are not very
useful. Perhaps both cautions are well-founded. The evaluation of the variance and mean
squared error of the composite estimator is proposed here. [t is sufficient to use only the
composite estimator if its mean squared error is smaller than those of its components.
Numerical results in Section 6 reveal that the methodology proposed here also has
potential for providing justification for deleting some of the less useful estimators. This
point will be expanded later.

In a recent publication entitled Crop Reporting Board Standards, Bynum et al (1985)
voices the need for defendable statistical methodology to replace subjective judgments
exercised by the CRB. They specify that the optimum weighting scheme depending on
current or historical sampling errors should be produced for the following reports: acres
planted, acres harvested, vield, production, stocks, hogs und pig inventory, and cattle
inventory. This paper provides a method for generating the optimum weights.

The four preliminary estimators presently in use at SRS are described in Section 2. A
review of composite estirmation and its specialization to SRS applications are given in
Section 3. Estimation of the second moment term needed in composite estimation is
discussed in Section 4. Variance and mean squared error ¢valuations of the composite
estimators are discussed in Section 5. Numerical results for total hogs and pigs inventory
from the 1984 June Enumerative Survey are given in Section 6. Finally, the conclusion
and recommendations are given in Section 7.



2. Description of Presently Used Estimators

As mentioned earlier, both area and list frames are used by SRS to select samples for
probability surveys,

The area frame for each State used by SRS is stratified by land use, for example, more
than 75 percent cultivated, 50-74 percent cultivated, 15-49 percent cultivated,
agriculture mixed with urban, non-agricultural land, etc. Each stratum is further
subdivided into more homogeneous geographic substrata called paper strata. Segments
(parcels of land) treated as the primary sampling units are selected as a simple stratified
sample from each paper stratum. A detailed description on how the segments are
constructed from aerial photographs with identifiable boundaries, how segment sizes and
the number of segments are determined, and how the segments are selected via count
units can be found in Houseman (1975) and Geuder (1984). The first segment selected in
each paper stratum is designated as replicate 1, the second segment as replicate 2, etc.
Approximately 20 percent of the segments are replaced annually on a rotational basis.

The list frame consisting of names of farmers is stratified by the size of farms contained
in the control information. For example, for hogs and pigs inventory, typical strata are no
hogs, 1-99 hogs, 100-199 hogs, 200-399 hogs, 400-999 hogs, 1000-2499 hogs, and more than
2500 hogs. Systematic sampling from each stratum is usually used to select the list
sample. See Section 5 of the June Supervising and Editing Manual (1984).

For each area sample, there are three different methods of evaluating the farm inventory.
A tract is a piece of land within the boundary of the segment under one management. A
tract may be the entire farm if all of it is in the segment, or a portion of the farm, if the
farm's boundary extends outside of the segment. The area tract estimator is an expansion
of inventory on all the tracts of the selected segments. The area farm estimator is an
expansion of inventory on the farms where the operator resides in the segment. The area
weighted estimator is computed using farm inventory weighted by the ratio of tract
acreage to farm acreage, for all tracts regardless of the residency of the operator. There
are no such complications for the list sample. The list sample uses the inventory of the
entire farm.

Three different domains are needed to explain the four estimators presently in use.
Domain DI, the nonoverlap domain, refers to the farms not in the list frame. (This
domain is automatically in the area frame, since the area frame is complete). Domain D2
refers to the farms in both frames not classified as "extreme operators." Domain D3
refers to the extreme operators in both frames. (Extreme operators are farmers with
very large livestock inventories. The exact definition for the list sample in the Domain
D3 will be given later.)

A version of a multiple frame estimator for estimating the population total can be written
as

~

Y = YDlLuD2, AL*PY D3 A1+ (1-p) Y p3

where Y D! u D2, Al is the tract estimator for the D1 u D2 domain, Y D3, Al and Y N3,
L denote the two estimators for D3 expanded from the tract and the list sample
respectively. The quantity p is determined by minimizing the variance of Y. The



estimator Y p3, A] usually has a large variance. Consequently, p is set to zero in the
SRS current procedure. The operational tract, farm, and weighted estimators denoted by
Y1, Y2, and Y 3, can be expressed as follows:

Y, = Y Dl uD2 Ai + Y D3, L, Wherei=1,2or 3, 2.1)

The estimator Y p] u D2, Ai is computed by

Y DI uh2 Al
u Al = ¢ e N < hk
U T hen M b (2.2)
where H = the collection of paper strata,
eh = the inverse of the probability of selection of each segment in the hth

paper stratum,

nK = the number of segments sampled in the hth;)aperstratunu
hk
Yl,hk = 7 t s}
1=1 hkl hk1l
g
y2,hk = Zhk f q 8
=1  hk1 hk1l hk1l
Thk %hk1
y13,hk =z f —
=1 PRL By Sy e,
thk! = the value of the characteristic for the " tract in the kth segment of the

hth stratum,

fhkt = the value of the characteristic for the Ith farm overlap with the kth
segment of the h stratum,

ahk| - acreage of the hklth tract,

bhki = acreage of the hkith farm,

ghk - total number of tracts in the hkth segment,

dhki = (1 if the operator of hkith farm resides in the hkth segment
{O otherwise,

“hkl :{1 if hkIth farm isin D u Dy

0 otherwise,
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The estimator Y p3, [ is computed from the list samples in the extreme operator (EOQ)
strata :

. y !
Y D3’ L =z __.l. ¥ v
1 ¢ EO n, k=1 "1k
where Yk - the value of the kth farm in the Ith stratum,
N| - the population size of the Ith stratum,
n) - the sample size of the 1t stratum,
EO = collection of list strata with extreme operators.

Remark 2.1: The definition of EQ strata from the list population depends on the State.
For example, the EO strata for Indiana hogs consist of three strata defined by the size of
the farms: 1000-1999 hogs, 2000-4999 hogs, and more than 5000 hogs. The largest
stratum is sampled with probability one. The other EO strata are sampled at varying
rates approximately one-quarter and one-half.

If there are nonresponses from the list sample, then the estimator Y 133, { is computed by

N r]_
Y D3’ L n N_l 5 (2-3)
le B0 r; k=1 Y1k,

the value of the k' th respondent farm in the 1th stratum,

where yji
the number of farms responding in the 1th stratum.

rl

"ot

Remark 2.2: The information on area samples is collected by the enumerators via
personal visits. If the person cannot be contacted, the enumerator fills in his or her best
assessments which are treated as sampled values. Consequently, no further treatment for
nonresponse in the area is used to obtain summary statistics.

The above three estimators are area-oriented. The fourth estimator is list-oriented. A
version of it can be written with

Y=Ypp,A3+9YD2, A3+ - Y D2, L+PYD3 A3+ {-PYD3 L, (2.4)

where Y pj, A3 denotes the weighted area estimator for domain Di, and Y pj, . denotes
the list estimator for domain Di. The constants p and q are set to zero in the present
procedures. Therefore, the fourth estimator, called the multiple frame screening
estimator, is given by

Y4=YD1,A3+YAD2,L+?D3,L (2.5)



The component QDI, A3 is defined as

n

a %nk Rkl
? . 7 e ” % f P .
Di, A3 ren " opal 1o DEL By hkl, (2.6)
where dhkl :{1 if hkIth farm e DI
0 otherwise

and all the other terms are defined as before.

The component Y 1 is defined as Y N3, 1 in equation (2.3) except the summation is
over | e EOC,

The set EQC denotes the collection of the list strata which ar= not the FO strata.

Remark 2.3: The indicator functions Shj and $hyp in equations (2.2) and (2.6) are used to
define the required domain estimators.

Remark 2.4: Discussion of multiple frame methodology can e found in Hartley (1962 and
1974), and in Section 5A.15 of Cochran (1977).

Remark 2.5: The estimators Y ;, i = 1, 2, or 3, are basically derived from the area frame.
However, the list estimator replaces the area estimator for the farmers classified as
extreme operators. This perhaps could be interpreted as a robust procedure taken by SRS
to reduce the influence of the big farms in the area samp'e. Further study of robust
estimation in surveys is needed,

Remark 2.6: The author questions the desirability of setting p and q to zero, especially in
equation (2.4). A major portion of the area information is thrown out.

The variances of the four prelimninary estimators used by SRS are as follows:

Fori=1, 2 or 3,

\:. .=V v.) = v (

. AN
ii i o1 uopz, At Y Cp3,q)
n
h
(S (L - l) )
= h o T (y ) _ 1
hen (I-1) k=1 i, hk , h.)
j
r
] 2
(N, - _
tr Moot (Ypr = vp! (2.7)
le EO r, {(r, - 1) K=1 )



o 1
= 7

where y',h. . /i, hik/ nh and vy = Egl ylk'/ r,.
ga = VY=YV a9) + 7V b3, 1)
n,
H - (P _ l) n - 2
=2 % t%h Iy o %)
h=1 T- L k=1 ’ P
"h
Y
N, (N -1y 1 _ 2
+ 7 L (ylk' - ¥ ) (2.8)
lel ry (r. - 1) k'=1 .
1
B Ink k1
where 2 =z £ — & as in (2.1)
R
3 "h
A is defined by L v
3, h. g 3 hk/ "h

and L is the collection of all list strata including EO strata.



For the composite estimator developed later, we need the estimators of Cov (Y |, Y ;),i =
2, 3, or 4, denoted by Yii given as follows:

Fori=2or 3,
- z
1i heH
z
leEO
b3
14 heH
1:EO

(Th - 1)
-1

"h

(le rl
1 N
h (‘a - 1)
-1

nh

(N,l,__ rl
1 (rl 1)
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3. Composite Estimation

In this section, composite estimation is explained and is specialized to the SRS situation.
A heuristic argument for composite estimator for the simplest case is given below.

Let us assume there are two independent and unbiased estimators Y| and Y2 for the same
parameter Y with known variances ¢ 12 and o 22 respectively. let us propose

{’c = c\Afl +(1-0Y>y,
where ¢ is a constant with values between 0 and I. Then
EYc=Y
VIYQ) = c2012 + (1-c)2 0,2, (3.1)

To minimize V(Y¢), we should choose ¢ to be

V(YCO ) = 91 ) (3.2)

Note that (3.2) is always smaller than @ 12 and 092, For ol<o2, so long as we choose ¢
between (022-¢12) / (6722 + g1 2) and 1, we obtain an estimator with smaller variance than

012. See Schaible (1987 and 1979) and Royall (1979, pages 85-86) for more discussion on
composite estimation.

In general, the variances of Y | and Y 2 are unknown. However, they can be estimated
from the data. The estimated variances are denoted by 12 and 022. Therefore, the
composite estimator is given by

-11-



Since the weight for the cornposite estimator is now a function of the data, equation (3.1)
can no longer be used to evaluate the variance of the cornposite estiinator. Nevertheless,
the variance of the composite estimator can be estiinated by sample reuse methods such
as jackknife, bootstrap, randon group, and balanced repeated replication.

To generalize the above idea to the situation at SRS, let us propose a family of linear
combinations of the four prelirninary estimators:

w. Y. (3.3)

where o - w, - lforalliand Zw; = L.

We search for the one which minimizes the mean squared errors (MSE's) of the estimators
in the linear family. Note that

£(W) = MSE of Y, =E(i, ~Y)

JZ
=

Wy W E(Yi - V) iy, - V) (3.4)

where Y denotes the population total.

Since all the second moment terms are unknown, they have to be estimated from the data.
The estimation of the second moment terms will be treated in the next section. Let mi
and mjj denote the estimated fterms E(Y;-Y)2 and E(¢-Y)(0 'i-Y) respectively. The
composite estimator, denoted by \4;7 is denved from minimizing

W) =z w.l m% o wow m. . (3.5)

~ i 1 1 i#3 L] 1

subject to linear constraints o W, s 1, for i=1 to 4, anil ¥ w, = 1.
- i

A further refinement, motivated by the limited translation idea in Efron and Morris (1971,
1972) and Fay and Herriot (1979), is used to derive the final composite estimator. It
depends on a "safety factor" K, a positive number specified in advance.

Yi o= Yo o if Yy -Y] | K.SDOYYD),
O 7y

Y1 - KSDOY ()i Y - Y s KSD (Y ),
@]

Y1+ KSDOYD Y- Y <= KSP(Y)), (3.6)
O

where the estimated standard error SD(?l) is given by the square root of vjj as in equation
(2.7).

-12-



This refinement, which limits the amount the composite estimator can deviate from the
unbiased estimator, is employed to guard against instability. One can still achieve
substantial gain from the composite estimatijon.

Remark 3.1: A program using Lagrange multipliers and the PROC MATRIX procedure in
SAS has been written by the author to solve equation (3.5), a convex programming
problem with constraints. See Appendix II for a detailed explanation.

Remark 3.2: A flow chart of the entire SAS program is in Appendix I, and the entire
program is given in Appendix IIl.

Remark 3.3: Another version of a composite estimator can be developed by minimizing
the mean squared errors of the estimators:

3 3 ) ) 3 )
Y= D wys Yoy, a1 Y I W Yoo, oai Y Wos Yp2, 1 F T Y3i Yp3, al
i=1 i=1 i=1
* W34 Yp3, 1, (3.7)
3 4
subject to I W, z w, . = 1 for fixed h=2 or 3,
i=1 11 = 1, i=1 hi

and o < w,_. < 1 for all w.

The author has pursued the earlier formulation (3.3) and (3.5) for the following reasons.
(1) The solution to equation (3.5) is less sensitive to misclassification errors due to domain
determination. (2) It mimics the process used by the CRB. The relative importance of
the four preliminary estimators (optimal weights in composite estimation) is of particular
interest to the CRB and other statisticians at SRS. (3) The solution is simpler to equation
(3.3) than to equation (3.7).

-13-



4, Estimation of Second Moments

Development of the estimation of the second moment terms incorporates bias analysis and
is discussed in this section.

As is seen from equation (3.5), there are four MSE's and six mixed central moments to be
estimated. To estimate these terms, it is assumed:

E 91 =Y
EYy=Y +bo(Y),
EY3=Y+b3(Y),
E Yy =Y+ by (Y),
where b;j (Y) denotes the bias of the ith estimator.

All the following identities are used for the estimation procedure.

m% :E(?l_y)Z:V(Yl), (4.1
miz :E(Yi-Y)Z:E(Yi-YHZ»ZCOV(YI,Yi)—V(Yl),

for i=2, 3, or 4, (4.2)
ml) = COV (YAI, \?’), for ]?/1, (4-3)

mi; = E (Y; - Yl)(Yj-'Y1)+(ZOV(Yl,Yﬁ)+‘C0v(Yj,Yj)- V(Y ])
for i and j#£I1. (4.4)

It is straightforward to verify these identities. For example, for i£14#j
mij =E(Yj-Y)(Yj-Y)

:E(Yi-Yl+?1-Y)(Y3-~Y1+Y1-Y)

SEY - YD - YD+ E(Yi-Y +Y-YD (Y- Y)
CEY =Y+ Y- YD (Y -Y)+ VYD)

S E (Y- Yl)(Yj- ?1)+(:ov(Yi,Y1)+-COV(Y3,Y1)-\MY1L

Using identities (4.1) - (4.4), unbiased estimates of the mixed central moment terms, and
refinements over the unbiased estimates of the MSE terms can be obtained as follows.

4=



m% Vil (4.5)

rAnlz = max { (\?1 - \?1)2 +2V]i- V11, vij= fori=2,3or 4, (4.6)
!;'1” = vlj, for j#l (4.7)
";‘ii :(AYj—Yl)(Qj—Y[)+ Vii + V1j - V11, for i, j£l, (4.8)

where vij's are given in Section 2.

The maximum function in rAn% is employed to ensure that the estimators for the bias
squared terms are nonnegative.

Remark 4.1: Equation (4.2) without the covariance terms has been used by Brock, French,
and Peyton (1980) to estimate the MSE's for independent estimators. Equation (4.2) has
been used by Cohen and Sommers (1984) to estimate the MSE's of regional mean
expenditure and composite estimators.

Remark 4.2: FEquation (4.6) enables us to obtain an unbiased estimate of the bias §<iuared
term bi (Y), for i#l, ...,4. A refinement over this unbiased estimate is given by bj=max

{8 -Y0%+2 vij - vit - vii, 0}

-15-



5. Variance and Mean Squared Error Evaluation of The Cornposite Estimator

The heuristic argument for using composite estimation has been given. The variance and
mean squared error estimates for the cornposite estimator are needed to justify the gain
in using composite estirnation. The jackknife method i¢ used to estimate the variance and
mean squared error. This method is adopted because of its sirnplicity of explanation and
ease of programming. See Ffron (1982), Wolter (1985) for exr=llent expositions on sample
reuse methods.

Assume the data are divided into g mdependent groups. Let Y (i) be an estimator derived
from the data with ith group de!eted The ith pseudo-value of Y is defined to be
Y* (i) = gY - (g-1) Y (i), where Y is the estimator based on the full sarmple.

The jackknife estimator of the variance of Y is given by

. 1 el x —* D
- (v ) = b (v . -y )
J 0 glg-1) i=l (1) (5.1)
* dJ * /
where v =151 Y . /9.
i=1 (1)

If Y is an estimator other than Y|, then the mear squa-ed error of Y can also be
estimated by the jackknife method.

me () = -y v oA 5ot o et L
1 g
b X 5%y 2
N U : E BRI )
mse, o (v) = 3 §:1 [l l(i)) g(g-1) ir[ ( (i) YA 1(i) V)
1 g ( * ,*)2
D Y - Y
FICEVEE ST o
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6. Numerical Results

The data are from the 1984 June Enumerative Survey conducted by SRS. Six States are
selected from the 10 major hog States which account for about 79 percent of the U.S.
hogs and pigs inventory (Crop Reporting Board 1984). Described below are summary
statistics prepared for each of the six States (Tables 1-6).

Seven estimates, denoted by Yi, i = | .., 7, are given for the total hogs and pigs inventory.
The estimates Y j, i=1, .., 4 are the tract, farm, weighted, and multiple frame screening
estimates defined before. The estimate Y5 is the composite estimate defined by (3.6) for
any K> 1. The estimate Yg is derived similarly to Y5 except by setting W2 = W3 = 0. In
other words, Yg¢ is the composite estimate by combining just the tract and the multiple
frame screening estimators. The estimate Y7 denotes the official CRB statistics
published in the Livestock Series: Hogs and Pigs (Crop Reporting Board 1984). The
optimal weights (denoted by W) for the components of Y5 derived from equation (3.5) are
given in the table. The optimal weights for Yg are denoted by W.

All the standard errors and root mean squared errors of the four preliminary estimators
are aAlﬁo estimated from equations (2.7), (2.8), (4.5), and (4.6) by taking square roots of vjj
and mj. The reader should note the root mean squared errors published by the Statistical
Reporting Service in their Crop Reporting Board official reports are computed
differently. These estimates are given in the tables (denoted by SD;j and J MSQj). Two
estimates of bias of Yj, i=2, 3, 4 are given. One is obtained from Remark 4.2, i.e, bj. A
second estimate is an unbiased estimate of the bias, i.e., bj = Yj-Y{.

For the variance evaluations of the composite estimator, the author has only completed
Indiana and Minnesota.

Due to different frame constructions by SRS of the replication codes of the area and list
samples, formulations of the groups of data for the jackknife method are slightly different
between the area and the list sample. The replication codes in the area sample which
usually run from | to 10 or | to 5 for each land use stratum are used. A land use stratum
defined at the beginning of Section 2 is a collection of paper strata. The replication codes
for each list stratum were generated by the author using random numbers. Several (3 or
4) replications are constructed for each list stratum.

The ith (1 <i< d) where d< g jackknife estimate is computed by deleting the ith replicate
of each land use stratum (i.e. deleting each segment from each paper stratum in the same
land use stratum). The expansion factor ep is adjusted by multiplying the number of
replicates/(number of replicates - 1) in each land use stratum. The number d is the total
number of replicates for all land use strata.

The ith (d + 1 < i <g) jackknife estimate is computed by deleting each replicate from each
list stratum sequentially. The adjustment on the expansion factor is automaticallz
obtained by using equation (2.3) where ro and yek' are obtained after deleting the it
subgroup from the data No data are deleted from the self-representing stratum (the
largest EO stratum).

The numbers d and g for Indiana are 31 and 55, i.e. the area sample is divided into 31
groups, the nonself-representing list sample is divided into 24 approximately independent
groups (6 strata with 4 groups each). The numbers d and g for Minnesota are 30 and 60.
The area sample for Minnesota is divided into 30 independent groups. The list sample is
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divided into 30 approximately independent groups (30 groups deriving from 10 strata with
3 groups in each stratum).

The jackknife method can be used for any estimators from probability surveys. Therefore,
for each of the estimators Yj, i=1, ..., 6, we compute its variance and mean squared error
estimates by using equations (5.1), (5.2) or (5.3) with Y replaced by Y;. Empirical results
reveal that there are no big differences between (5.2) and (5.3). Therefore, equation (5.2)
is used for estimating mean squared error. Empirical evaluations for the two States also
reveal that the variance estimates for the composite estimators are more sensitive to
outliers from the pseudo-values. Consequently, the Winsorized variance estimates and
mean squared error estimates (Winsorized methods are applied to the covariance and
variance terms in equation (5.2)) are used here in tables ! and 2. They are denoted by
SDIKRj and MSQIKR; i:1l, ..., 6. When i=l, .., 4, the quantities SDIKR; andiMSQIKR;
can be compared to SDj and ¥ MSQj, which are computed from the full sample using the
stratified design, to determine the goodness of the variance estimates by the jackknife
method. The discrepancy can be explained by the variances of the jackknife variance
estimator. The large operators in the area sample, not classified in the D3 domain, are a
major cause of this discrepancy.

Discussion of the Winsorized method can be found in Huber (1981, p 151) and Elashoff and
Elashoff (1978). Ten percent from each end of the pseudo-values of Indiana's data and 15
percent from that of Minnesota are Winsorized to obtain the variance estimates. The
same percentages are also used for the covariance estimate used in equation (5.2), where

*, . % x — % o x % .
the terms (Y (i) =Yy )Y () - Y |,w) are Winsorized with Yy and Y1,y denoting the

Winsorized mean of Y and Yi.

Due to the time constraints of the fellowship, the author did not explore other jackknife
and sample reuse methods to obtain more satisfactory variance and mean squared error
estimate of the composite estimator. However, the numerical results in each of the
Tables present enough evidence to show that the composite estimator performs very well.
Examining the mean squared errors and mixed moments of the preliminary estimators, it
can be seen that the composite estimate is very effective in selecting the desirable
components, i.e. the components with small mean squared errors or with negative
correlations.

Five summary points, Yj, Yj + SDj, and Yj + 2 SD;j for the preliminary estimates are
plotted in Figures 1 to 6 for each State. The two estimates V' 5 (composite) and Y7 (CRB)
are also plotted in the last column. These schematic plots spell out the necessity of
analyzing the biases in some of the preliminary estimators. Among all the approximately
unbiased estimates, the composite estimate is always quite close to the preliminary one
with smallest variance. Hence, composite estimators Y5 should perform better than all
the other estimates.

The weighted estimators (equation (2.6)) are used for the nonoverlap domain in the present
multiple frame screening estimator. However, it would be <impler to consider the tract
estimator for the nonoverlap domain. The term fh) .ahk|/ bhk] is replaced by thki in
equation (2.6). The resulting multiple frame estimator denoted by Y'; is defined by Y pl,
Al +Y D2, L+ Y D3, L. Consequently, cornposite estimators can also be considered by
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combining Yy, Y2, Y3, and Yy, or just Y| and Y'y. The numerical results for this case are
tabulated in the second half of each table. The only changes from the first half would be
all the related parameter estimates from Y';. These changes are given in the tables. The
terms which have not been changed are left blank in the tables. The terms with bar " "

have not been evaluated.

The motivation for considering Y'y instead of Yy is to reduce biases and respondents’
burden. It is seen from the tables that the bias of Y'y4 is less than that of Y4 in four out of
the six States. The composite estimator combining Y| and Yy requires only information
on the tract inventories and information from the list sample.

The results from lowa are particularly interesting. They reveal that the optimal
composite estimator is formed by combining just the tract and multiple frame screening
estimators, The use of Y'q is consi